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2 Introduction

Recent advancements in Natural Language Processing (NLP) have been driven by the
emergence of Large language models (LLMs) trained on vast amounts of data, which
have been able to achieve state-of-the-art performance on a variety of natural language
tasks. LLMs’ versatility and reasoning capabilities have made them a powerful tool for
general-purpose language generation tasks. However, they struggle when processing tasks
and scenarios involving data specific to a specialized field such as healthcare or finance,
or real-time data that was unavailable when the model was trained. This is primarily
due to their inability to access the latest domain-specific data and inadequate domain-
specific reasoning. I propose exploring two paradigms of incorporating external knowledge
into language models (LMs) to address these limitations - knowledge-aware inference and
architecture-level knowledge integration.

3 Knowledge-aware inference

Language models, even LLMs, struggle to learn long-tail knowledge, i.e. knowledge that
occurs less frequently such as obscure scientific facts and niche pieces of information,
from pre-training data (Kandpal et al., 2023). They are often supplemented this data
through additional fine-tuning in order to perform well on domain-specific benchmarks.
Retrieval-augmented Generation (RAG) could be used to overcome this lack of access to
external knowledge. This typically involves using the input query to search and retrieve
relevant indexed documents, and adding them to the LM input prompt as context. Figure
1 provides an example of RAG being used to answer an input query. Prior work has also
shown that retrieval improves performance across a variety of natural language processing
(NLP) tasks in isolation (Chen et al., 2017; Moghe et al., 2018; Khandelwal et al., 2020).
However, the query complexity and the potential necessity to retrieve and reason using
multiple pieces of information (as in the case of the example query in Figure 2) make
efficient retrieval a challenging task for domain-specific data. In this project, I aim to
develop methods of converting the input query into a series of retrieval sub-problems and
using reasoned context to aid a language model in resolving tasks requiring domain-specific
data.

3.1 Proposed Work

The chief focus of this approach will be in exploring methods to breakdown a given
input query into retrieval sub-problems and combining the retrieved contexts. I plan on
using a framework similar to step-wise prompting techniques such as Chain-of-thought
(CoT) (Wei et al., 2023) and self-ask prompting (Press et al., 2023), where the problem
statement is broken down into simpler sub-problems. However, instead of relying on the



Figure 1: A representative instance of the RAG process applied to question answering.
It mainly consists of 3 steps. 1) Indexing. Documents are split into chunks, encoded into
vectors, and stored in a vector database. 2) Retrieval. Retrieve the Top k chunks most
relevant to the question based on semantic similarity. 3) Generation. Input the original
question and the retrieved chunks together into LLM to generate the final answer. Source:
Gao et al. (2024).

model responses like the aforementioned approaches, I plan to focus on using the sub-tasks
to retrieve relevant external knowledge. Zhou et al. (2023) offer one possible solution to
create these sub-tasks by adding a separate problem decomposition stage where a language
model is asked to decompose a given problem into sub-problems, and appending the sub-
problem and solution pairs to the original problem to produce the reasoned output. I’m
also interested in evaluating the utility of LMs for resolving sub-problems with the help of
retrieved context(s), and checking if they can be used for rephrasing, re-ranking or making
inferences using the retrieved contexts to improve the quality of information eventually
used to resolve the input query.

4 Architecture-level knowledge integration

While prompt-level augmentation can be used to provide relevant contexts to an LM, it
still needs to understand and process the domain-specific knowledge efficiently. As evi-
denced by studies evaluating LMs’ understanding of domain-specific knowledge (Poerner
et al., 2019; Kassner and Schütze, 2020), models do well in reasoning about surface-level
entities but fail to capture the rich factual knowledge require to reason efficiently on
domain-specific knowledge. Typically, fine-tuning LMs has also been the primary method
of incorporating domain-knowledge understanding and up to date knowledge (Tian et
al., 2023) into LMs. This resulted in the emergence of multiple domain-specific vari-
ants of smaller, BERT-based (Devlin et al., 2019) architectures such as BioBERT (Lee
et al., 2019), FinBERT (Araci, 2019) and SciBERT (Beltagy et al., 2019). However, this



Figure 2: An example query that requires retrieving and inferring the answer from multiple
pieces of information such as the name of a band, its former members and news related
to former members. Source: (Yang et al., 2018)

approach requires LLMs to be separately fine-tuned for every domain-specific task, and
updated every time the underlying knowledge base is updated, both of which require a
large amount of compute time and resources. As such, this project aims to develop ef-
ficient methods of integrating external knowledge which can be used to overcome these
shortcomings.

4.1 Proposed Work

I plan on using adapter layers (Houlsby et al., 2019) to augment intermediate representa-
tions of an LM with additional knowledge to improve domain-knowledge reasoning. Past
research on adapters has focused primarily on developing adapter layers as parameter-
efficient fine-tuning methods without the involvement of external knowledge and have
demonstrated significant improvements comparable to end-to-end fine-tuning methods.
More recent works (Wang et al., 2020; Wang et al., 2024) have also demonstrated that
adapters can be an effective way to add external knowledge understanding to pre-trained
LMs. However, the extent and method of adding knowledge using adapters is yet to be
fully investigated. As a part of this project, I will be focusing on modifying existing
adapter mechanisms such as AdapterFusion (Pfeiffer et al., 2021) and UniPELT (Mao et
al., 2022) to incorporate existing external knowledge. This existing external knowledge
comes in two forms - long-tail knowledge from highly specific domains of data (such as
geology, sailing and soccer) that the model struggles to learn from training data even if it
were present, and the latest pieces of information that the language models did not have
access to during training (such as recent news articles and the latest academic papers).

While past methods of incorporating knowledge have relied on fully fine-tuning (Sun et
al., 2019) or re-training models (Wu et al., 2023), I’m interested in following recent works
(Meng et al., 2021; Emelin et al., 2022) and injecting knowledge without modifying the
pre-trained weights of the underlying LM. In subsequent stages, I will be studying the



effectiveness of methods incorporating these blocks into an LM’s architecture. Approaches
such as Wang et al. (2020) add adapter blocks alongside an LM’s existing architecture, and
only change the task-specific head to add the generated encodings, whereas approaches
such as AdapterFusion add adapter blocks and modify the intermediate outputs of the
LM themselves. Li and Liang (2021) describe another possible way of adding adapters
with encoded knowledge as a prefix to the input encodings.

5 Evaluation

I’m interested in using a collection of benchmarks spanning multiple tasks and domains
to evaluate the robustness and effectiveness of the proposed approaches. An overview of
the types of tasks along with examples of existing benchmarks is given below -

5.1 Question-Answering

Question-Answering tasks such as SQuAD (Rajpurkar et al., 2016), MS MACRO (Ba-
jaj et al., 2018) and PopQA (Mallen et al., 2023) require single-hop reasoning, where as
more complex question-answering datasets such as HotpotQA (Yang et al., 2018) and
2WikiMultiHopQA (Ho et al., 2020) examine an LM’s multi-hop reasoning ability, and
often require the retrieval of multiple pieces of information. In addition to the aforemen-
tioned tasks that primarily rely on general and factual knowledge, tasks such as QASPER
(Dasigi et al., 2021), InsuranceQA (Feng et al., 2015), CaseHOLD (Zheng et al., 2021),
MedQUAD (Ben Abacha and Demner-Fushman, 2019) and RadQA (Soni et al., 2022)
contain references to unseen or long-tail knowledge, and serve as important benchmarks
in evaluating the knowledge access and reasoning capabilities granted by the developed
approaches to LMs.

5.2 Information Extraction

Information Extraction tasks often require the candidate model to be able to understand
and extract specific parts of the given corpora, making them suitable benchmarks for
evaluating the developed approaches.
Named entity recognition datasets such as the NCBI disease (Doğan et al., 2014),

SEC filings (Salinas Alvarado et al., 2015) and SciERC (Luan et al., 2018) evaluate
the ability of a model to identify named entities in biomedical data, financial data and
computer science literature respectively, and serve as direct points of comparison against
end-to-end fine-tuned models such as FinBERT, BioBERT and SciBERT.
Event argument and relation extraction is useful for numerous downstream tasks

that involve forming insights from unstructured documents, and often require LMs to have
knowledge about obscure and infrequently occuring concepts. Event argument extraction
tasks such as WikiEvent (Li et al., 2021) and RAMS (Ebner et al., 2020) have been
commonly used to evaluate retrieval-based approaches in the past and serve as important
benchmarks. ZsRE proposes a relation extraction task using wikipedia entries and relevant
sentences for extracting each relation, allowing us to examine the efficacy of the approach
independent of the retrieval system. Biomedical relation extraction tasks such as GAD
(Bravo et al., 2015) and CHEMPROT (Islamaj Doğan et al., 2019) require extensive
understanding of protein interactions, and relations between genes and diseases.

5.3 Dialogue generation

With the recent push for dialogue-based models and dialogue-based search agents, aug-
menting dialogue generation with external knowledge has become an important task with



considerable real-world applications, and can benefit greatly from the external knowl-
edge approaches proposed. As such, I’m interested in evaluating the proposed approaches
on benchmarks such as the wizard of Wikipedia (Dinan et al., 2019) and Topical-Chat
(Gopalakrishnan et al., 2023) datasets to evaluate the feasibility of using the proposed
approaches in a dialogue generation setting.

5.4 Other Tasks

I’d also like to examine the effectiveness of the proposed approaches on tasks such as fact
verification using the FEVER and PubHealth benchmarks, which often require LMs to
perform multi-step reasoning on unseen domains using credible evidence. Additionally,
the Massive Multitask Language Understanding benchmark evaluates LMs on a total of
57 academic domains including specialized areas like law and ethics, making it a compre-
hensive benchmark for evaluating the proposed approaches.

6 Conclusion

In conclusion, the proposed research aims to investigate and develop approaches to incor-
porate external knowledge into language models, with the ultimate goal of making it easier
to utilize state-of-the-art language models in various domain-specific tasks. Your support
for this research endeavor is highly appreciated and I look forward to the contributions it
can make towards the academic community.
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Àlex Bravo, Janet Piñero, Núria Queralt-Rosinach, Michael Rautschka, and Laura I Furlong. 2015.
Extraction of relations between genes and diseases from text and large-scale data analysis: Implications
for translational research. BMC Bioinformatics, 01.

Danqi Chen, Adam Fisch, Jason Weston, and Antoine Bordes. 2017. Reading Wikipedia to answer
open-domain questions. In Regina Barzilay and Min-Yen Kan, editors, Proceedings of the 55th Annual
Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), pages 1870–1879,
Vancouver, Canada, July. Association for Computational Linguistics.

Pradeep Dasigi, Kyle Lo, Iz Beltagy, Arman Cohan, Noah A. Smith, and Matt Gardner. 2021. A dataset
of information-seeking questions and answers anchored in research papers.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. 2019. Bert: Pre-training of deep
bidirectional transformers for language understanding.

Emily Dinan, Stephen Roller, Kurt Shuster, Angela Fan, Michael Auli, and Jason Weston. 2019. Wizard
of wikipedia: Knowledge-powered conversational agents.
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